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ABSTRACT

Increased machine learning methods have helped improvise human interaction with digital devices,
which helps in skin disease identification, prediction, and classification by using algorithms. Image
classification for skin disease application algorithms can detect Caucasian skin tones but poorly per-
forms when analyzing other skin colors. In this research, a deep learning algorithm was used to
address the problem that other applications perform poorly with the classification of skin disease
types.

Convolutional neural network, a machine-learning algorithm was used to classify images and add
the predicted images within the data set. The images in the data set covered a lot of patient factors,
such as age, sex, disease site (e.g., hand, feet, head, nail), skin color (white, yellow, brown, black),
and different periods of lesions (early, middle, or late). Multiple private applications can detect skin
diseases during the analysis. For the darker color skin population, the performance was poor, and
skin cancer detection was not possible even with the help of image recognition. This research aims
to conduct an analysis of visual searches within skin-related health searches to identify opportunities
to provide digital health consumers with visual search results that are more representative of Ameri-
ca’s diverse populations.

Keywords convolutional neural network (CNN), neural network, deep learning, machine learning, image
classification.
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1. Introduction

A widely used dermatology diagnostic technique is the examination of diseased skin against healthy skin. A field that
focuses on skin is now recognizing the importance of skin color (Enderling 2019). Images are the critical resource for
diagnoses in dermatology. The lack of images of darker skin tones creates a barrier for proper treatment. Skin condi-
tions that present unusual color patterns, for example, redness in light skin, can be harder to see in dark skin. Physicians
who lack diagnostic experience with such image patterns may struggle with diagnosing people of color. It is unknown
whether “Dreamscape Immersive,” a company that focuses on creating immersive virtual reality (VR) experiences, will
improve the diagnostic accuracy for all types of pigmented skin lesions or only for those that are melanocytic (Errichetti
2020). The issue is becoming more serious for dermatologists and may influence different outcomes for a different
color of skin. The lack of images is one reason why dermatologists may misdiagnose skin illnesses for patients who are
darker skinned, which may result in serious health-threatening medical issues.

A skin lesion is a nonspecific term that refers to any change in the skin surface. Skin lesions may have color (pig-
ment); be raised, flat, large, small, or fluid filled; or exhibit other characteristics (Skin Lesions 2022). With current
technology, smartphones are showing promise as diagnostic tools. During dermatology appointments, patients can
send their physicians pictures of their skin lesions before their visit. Patients who are comfortable with using this
technology seem to have adopted this new tool for their health care. Smartphone photographs have provided valua-
ble relevant information for a physician’s diagnosis and treatment decisions, which is usually based only on the
medical history reported by patients (Hubiche 2016).

Google’s artificial intelligence initiatives, often referred to as Google AI, (with its primary location in Mountain View,
California and offices and research centers around the world) encompasses a wide range of tools, research, and appli-
cations aimed at pushing the boundaries of what AI can do. Google’s mission with AI is to make it universally acces-
sible and useful, ensuring that the benefits of AI are spread broadly across all sectors of society. Google AI is used to
detect common skin cancer problems, which has improved the clinical trials to treat their patients effectively. There
are, according to a Google search history, billions of people searching for answers and information related to skin,
hair, and nails. Approximately 2 billion people worldwide experience dermatologic issues, and there is a shortage of
dermatologists to diagnose and treat them. Using a search bar makes it difficult to understand what type of skin dis-
eases they have because many of the terms are scientifically complex and difficult for a patient to understand.

Google has developed a web-based application tool in which the users can take their pictures by using their personal
devices and can then upload them in that tool. The model analyzes the images and has been programmed to identify
288 common skin disease problems. It then provides information about the disease, which helps the patient research
his or her skin problems and suggests common questions asked to a dermatologist. This tool is not for a proper diag-
nosis, but it assists users in making their decision on what further steps are required (Bui 2021). Although social
media is a powerful tool for users to share their information with regard to their health, there is a risk of misleading
and inaccurate information when dermatologists are encouraged to present their answers in multiple social media
and other applications, which counteract other misleading information (Powell 2019).

In recent years, machine learning has been pivotal in advancing skin cancer diagnosis and understanding. Das et al.
(2021) explored the utility of machine learning in skin cancer identification, which has become a significant focus
given the rising incidence of skin cancer globally. Their work, published in the International Journal of Environmen-
tal Research and Public Health, has shed light on the profound implications of machine learning techniques in early
skin cancer detection and treatment planning. On a similar note, Li et al. (2021) delved into the application of deep
learning for skin disease diagnosis in their review published in Neurocomputing. Their comprehensive review under-
scores the remarkable progress and the challenges encountered in deploying deep learning algorithms for skin disease
diagnosis, which contributes to a broader understanding of the potential and the limitations of these technologies.

The quest for efficient and accurate skin disease image classification has led to the development of innovative algorithms
and frameworks. Chen et al. (2021) introduced the “Interactive Attention Sampling Network for Clinical Skin Disease
Image Classification,” presented at the 4th Chinese Conference on Pattern Recognition and Computer Vision. Their work
delineates the efficacy of the Interactive Attention Sampling Network in categorizing clinical skin disease images, thus
offering a promising avenue for enhancing diagnostic accuracy. Furthermore, the challenge of class imbalance in skin dis-
ease recognition was addressed by Yang et al. (2020) through their proposed self-paced balance learning algorithm. Pub-
lished in the “IEEE Transactions on Neural Networks and Learning Systems,” their research presents a robust
methodology to mitigate the class imbalance issue, which is prevalent in many classification tasks, especially in clinical
skin disease recognition. Through these diversified studies, it is evident that the fusion of machine learning and dermato-
logic expertise holds immense promise for the evolution of skin disease diagnosis and management.

A skin disease, also known as dermatosis, refers to any condition that affects the skin. These conditions can range
from temporary to chronic, mild to severe, and can be caused by various factors, including genetics, environmental
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factors, allergens, and pathogens. Skin diseases are very often experienced during one’s lifetime. Skin diseases pre-
vade all cultures and affect between thirty to seventy percent of individuals (Hay et al. 2014). People can be affected
by skin disease anytime during their lifetime. Skin disease is twofold: skin infection and skin neoplasm with thou-
sands of specific skin conditions (Hurt 2012). Skin disease may impact the quality of a person’s life, mostly related
to his or her psychosocial situation. However, only a small portion of people can recognize these diseases without
seeing a physician or dermatologist.

There are several over-the-counter medications for treating the regularly occurring skin diseases in daily life. So,
people who decide to use these treatments need to choose the correct medicines without the benefit of seeing a
physician. Should people want to take this route, a visual analyzing system would be useful, even if it is not fully
accurate. For example, if a skin disease presents itself, a person can submit a photo of the skin condition to his or
her physician for an initial diagnosis. Interestingly, there are already several applications that use computer visual
techniques to recognize many common skin diseases based on simple photo images.

Although there are several related tools, skin disease recognition has not yet been a hundred percent accurate by
image recognition. Skin disease images have no consistently distinct pattern, like a fingerprint. For instance, it is
still very difficult to find an accurate description of a simple allergic skin disease such as eczema. In addition, there
are many variations, such as contact issues between lesions and surrounding skin or the coloring inside the lesion,
which makes it complicated for skin disease recognition. A recent report indicates that performing clinical skin dis-
ease recognition by image analysis is of major importance because skin disease is one of the most common diseases
that appear in medicine (Esteva et al. 2017).

There are some related developments in skin disease recognition such as disease classification (Barata et al. 2021;
Yu et al. 2017) and detection and localization (Marchetti et al. 2018). Examining clinical skin disease images is
economical and getting the digital image from a portable electronic device is convenient for patients who can easily
run a self-diagnosis. One drawback to self-diagnosis is that there are few open data sources that are needed to
develop deep learning technology in this field. The challenge that researchers face is that clinical imaging is easily
affected by light intensity, camera angle, uncertain background, and other light-related factors and interferences
(Yang et al. 2018). Moreover, most current research addresses binary skin disease recognition problems.

Smartphones can be considered a new potential source of medical data. It has been observed that an increasing
number of patients present pictures of their skin problems to their physicians. To benefit from their full utility, the
application determined the proportion of patients whose smartphone photos provided information relevant to their
diagnosis. Patients are now practicing this type of new technology as part of their own health care. Relevant infor-
mation by using mobile phone photos can be provided for diagnostic and treatment decisions. A result is determined
based on the patient’s medical history. Because these reports may influence the patient’s diagnosis and treatment, it
is crucial to keep the photos in the patient’s medical records. With these digital applications, patients can better part-
ner with their physicians and become more self-aware of their health status.

The paper is outlined as follows: the methodology section gives the overview of the convolutional neural network
(CNN) model approach used in skin cancer detection of multiple skin types. The results section shows the graphic
representation of the number of trainings performed and researched about the model findings. The final section
includes the best results found in the model and the best batch size when considering the best accurate score.

2. Material and Methods

2.1 Dataset

In this model, the image data sets used are from skin diseases, ranging from various types of eczema and acne to
diverse cancerous conditions. The dimensions of the pixels vary from 640 � 480 pixels to 1640 � 1181 pixels. The
images collected were publicly available and have been obtained legally. The objective is to extract the class names
from the images and train the model on different skin colors, such as white, black, brown, and the male and female
genders. The key task was to import the dataset of images into the dataset and divide the dataset into two parts,
training (80% of images) and validation (20% of images) (Skin Disease Images 2023). The different types of classes
and datasets that are being used in this research are shown in Figure 1.

2.2 Research Model

The programming language used in this research is Python, developed by Guido van Rossum and first released in
1991, which is one of the most frequently used high-level programming languages. Its high-level, built-in data
structure, combined with its dynamic typing and binding, make it very attractive for rapid application development
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as well as scripting or glue language to connect existing components (https://www.python.org/). The application
used is Jupyter Notebook, which is an open-source web-based application that allows the creation and sharing of
documents that integrate live code, equations, visualizations, and other multimedia resources. The Jupyter Note-
book evolved from the IPython project in 2014. Project Jupyter is a nonprofit initiative primarily based in the U.S.
and operates under NumFOCUS, a 501(c)(3) charitable organization in Austin, Texas. Tensor Flow is used to
create large-scale neural networks with many layers (Introduction to Convolutional Neural Networks 2022; Abadi
et al. 2016) It is mainly used for deep learning or machine learning problems, such as classification, perception,
understanding, discovering, prediction, and creation (Kiran 2020). The flow of the model that has been applied in
this research is shown in Figure 2, which covers the steps in the following order: training image, validation data,
data augmentation, and CNN. Eventually, the applied model led to the output of the study.

2.2.1 Training image and validation data

After extracting class names and dividing the dataset, the images were resized into 128 � 128 pixels, so all the
pixels were set to a common size for all images, which made the model train better. A batch size of sixty four was
used to help train the models to minimize the loss function (Chang 2021). Mathematically, it is calculated and
defined as in Equation (1). The theta shows the number of parameters used in the model, n represents the number of
training samples used for training, i is the single element of the training dataset, and xi is the loss function of the
single element of each training sample. Using batch with the option of other hyperparameters will help improve
training performance and increase the accuracy of the model. The data were then shuffled by using the default true

Figure 1: Classes of images within the dataset.
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function, which determined if the data needed to be shuffled, and arranged the data in alphanumeric order. On creat-
ing data training and validation cache function,

zðhÞ ¼ 1
.

n
Xn xiðhÞ

ði¼1Þ
ð1Þ

2.2.2 Data augmentation

Overfitting is the main concern while training the dataset. When the dataset trains too long, it starts to learn noise in
the dataset, which matches the irrelevant data once the model is trained. To overcome this problem, data augmenta-
tion was used to make the data more stable. Data augmentation was not only used for overfitting but also to increase
the accuracy performance of the model. Data augmentation was used for audio, text, images, and other types of
data. In this research, data augmentation was used for images when images were rotated vertically and horizontally
so that the cancer names and augmented images were trained together to reduce overfitting and increase the model’s
performance. Data augmentation is useful for improving the performance and outcomes of machine learning
models by forming new examples for training of the datasets. If the dataset in a machine learning model is rich and
sufficient, then the model performs better and more accurately (Takimoglu 2021). The image shown in Figure 3 is
an example of data augmentation performed in the dataset before applying to the model training. It shows the aug-
mentation image of basal cell carcinoma disease from various angles.

2.2.3 Deep learning and CNN classification

A neural network works like the human brain where each neuron is programmed to solve complex problems where
neurons learn from other neurons to provide the required outcome. Neurons are the connection between the hidden
layers and output layers, which split into parts of the image that are true or false (1 or 0). Neurons have many hidden
layers that help in the segmentation of images into kernels to detect the type of image. The output layer is the output
of all the segmented images performed by the hidden layers (Shinozaki 2021). In this paper, the CNN classification
is being used, which is a part of deep learning for the prediction of images with regard to skin cancers.

Deep learning is a subset of a machine learning model used to perform complex tasks. This means that algorithms
are trained like the human brain, and can perform speech recognition, image identification, and prediction (What is
Deep Learning 2022). Deep Learning uses layers of neurons to predict the patterns in the input datasets to present
the outcome. One of the deep learning models used in this research was the CNN. The CNN is described as the
heart of deep learning, which is primarily used for the classification of images, clustering images, and object detec-
tion. The process of detection of images is processed through tensors, which are known to be an array of numbers
with additional dimensions, is shown in Figure 4. CNN receives the input of images and converts them into RGB

Figure 2: Flow chart of the research model.
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(red, blue, and green) stacked one above the other, where they are measured by the number of pixels converting
them into matrices of multiple dimensions (Liu et al. 2021).

CNN tensors convert the image into an array of matrices which in turn are divided into RGB colors stacked on top
of one another. The filter then weights the increases in the strength of the connection as shown in Figure 4. Bias is
known to be constantly represented by the number bias 1, which is marked in the right bottom corner in red.
According to CNN, bias vector is used to extract the features of the images and determine what classes need to be
assigned for that image. CNN takes the images from the raw pixels and trains the images to extract their meaningful
features for better prediction and classify the whole image.

CNN is supervised machine learning in which the labels of the classes are trained together for the outcome respec-
tive of the class to which the object belongs. CNN trains through the inputted images and works through the class
labels and compresses them together. CNN is a multilayer neural network, which has several hidden layers stacked
up one after the other, which allows the neural network to learn complex features. The hidden layers in the CNN
comprise convolutional layers that have activation layers (ReLU), max pool layer, fully connected layer used for
learning and predicting the output (Introduction to Convolutional Neural Networks 2022).

Convolution layers as the primary parameter for a CNN model are represented in Figure 5. These layers are com-
posed of multiple filters that are defined by the height, width, and depth of the input image, which converts the
image into weighted matrices known as kernels. Filters range in between 3 � 300 to 11 � 1100 which determines the
dimension’s size of the image. Filters will perform element-wise multiplications, which result in values that will
determine the edge and batch of the color in an image. It is computed as in Equation (2) (McDermott 2022),

Figure 3: Augmentation image of basal cell carcinoma disease from various angles.

Figure 4: Example of tensors work in the convolutional neural network (CNN).
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in which the input image is denoted by i, the filter of the image is known as f, and m and n are the rows and columns
of the kernels given, respectively. Features of the images are extracted by using kernels in which convolution is a
two-dimensional array, which contains correlations of the image with respect to the number of filters applied.

z m; n½ � ¼ ði � fÞ m; n½ � ð2Þ
The input image, which is n � n matrix, and the filtered image with m � m matrix, which results in the output size
as (n – m þ 1) � (n – m þ 1), is shown in Figure 6, and shows the calculation of the values slide of one column to
the right each time and slides down one row at a time. This is called striding, which is represented as stride¼ k and
the following result is written as ([n – m]/k þ 1) � ([n – m]/k þ 1) (DeepAI 2020).

From Figure 6. Strides with the 3 � 3 matrix reduce the output size so to retain the same input image size, which is
the 5 � 5 matrix. Padding is used to obtain the original input size by adding zeros at the edges of the image array,
as shown in Figure 7.

As shown in Figure 7, the padding is added in the first layer because the image size remains the same in which the
equation is represented as input of the image size, which is n � n matrix, and filter size, which is m � m matrix,
when following the output size as (n þ 2p – m þ 1) � (n þ 2p – m þ 1). Convolutions with the striding and

Figure 5: Convolutional neural network (CNN) model flow used in this research with 13 layers.

Figure 6: Example of input image filtered by using con2d with a 3 � 3 kernel.

Figure 7: Example of padding of the filter to retain the original input size.
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padding need an activation function, which is relu, a multi-layer neural network, which is represented as Equation
(3) (DeepAI 2020).

fðxÞ ¼ maxð0; xÞ ð3Þ
According to the equation, ReLU is a non-linear activation function that represents a sigmoid where, if the value is
negative, then it is referred to as zero and, if the value is positive, then the value remains the same. The following,
Equation (4), can be written

fðxÞ ¼ 0; if x � 0 ð4Þ
X; if x � 0

From Equation (4), if the value is f(–1) is < 0, then it is restricted to the value 0; conversely if the value is f(2), it
remains the same as the input as the value of x > 0. The Relu activation function is used to accelerate the training
speed of the neural networks, which saves additional computation time than traditional activations. Pooling layers
are used to reduce the size of feature maps, which helps in compressing the dimensions of the features in the image.
The subsampling takes the minimum, maximum, or average of the image array cells to proceed further with the
output, as shown in Figure 8.

In Figure 8, the max pooling operation with a 2 � 2 window is illustrated. For every 2 � 2 region in the feature
map, the maximum value is extracted. Flattening is the step in which the important parts of the images are captured
before applying the final filter. The final step is to create a vector where the classification can work on that part of
the values provided, which converts a multidimensional array n � n matrix to n � 1 matrix.

In Figure 9, it is seen that the layer that is processed after flattening is the dense layer, which uses softmax as the
activation layer. It is well known as the extension for logistic regression where the predicted output is the probabil-
ity between 0 and 1, it is determined by Equation (5) (Saluja 2022).

pðy ¼ jjxðiÞÞ ¼ exðiÞ
.Xk

j¼0
exðiÞk ð5Þ

Figure 8: Example of max pooling filter by using 2 � 2 kernel.

Figure 9: Example of flatten filter n � 1 kernel.
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2.2.4 Cost function

In this prediction model after softmax, the loss of the function must be calculated, which is cross-entropy or is
known as a log loss function, which calculates the distance between the probabilities created by the softmax layer.
The use of the loss function is to determine if the prediction has predicted the correct observation. In this study,
sparse cross-categorical entropy is used, which is like cross-entropy to determine the labels that belong to two or
more classes in which the labels are transformed into integers by using one-hot representation. It is represented as
in Equation (6) (Anis 2021).

3. Results

In this section, the research results will be presented in detail in different aspects, starting from finding the right
batch size to follow up accuracy and loss trends. The next step will be checking the training and validation accuracy
comparison to verify the selected batch size. Eventually the selected results of the image classification will be intro-
duced with further analysis of other random image data, which will be explained in greater detail.

3.1 Accuracy and Loss Trend

When the model is trained with several layers of accuracy, a loss check is required to notice which batch size can
be used for skin cancer recognition. The trend for accuracy between 0 and 1 while the trend for loss is from 0 to
100 percent is represented in Figure 10. Both accuracy and loss metrics are tracked over a span of 0 to 500 epochs
for training and validation sets. This tracking helps determine the presence of any errors or issues with the model’s
learning process. It helps for understanding model solidity.

The validation loss is a metric, and it is calculated after training each epoch. Validation loss is encountered when
under- and overfitting the dataset. If the training loss is close to zero and the validation loss is greater than the

Figure 10: Accuracy and loss trend for different batch sizes (a) 128 batch size, (b) 256 batch size.
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training loss, then it is considered as overfitting as the predicted model. The model then starts to accidentally predict
some unseen data as true. If the training loss is greater than the validation loss, then that means that the model is
inaccurate, which causes large errors.

A batch size for thirty two understanding accuracy and loss on the training and validation are demonstrated in
Figure 10(a). The accuracy is greater than seventy percent, and the validation accuracy is nearly sixty percent. As
per the loss, the training line is less than 1.0 percent and validation losses are too high (approximately 2.9 percent).
Although the accuracy is good, the loss represents high impact for the model.

In the research, a batch size of sixty four is used. The graph shown in Figure 10(b) indicates the distance between
the training and validation accuracy. When considering the loss function after training the model, it shows that the
sixty-four–batch size was better in terms of the distance between the training and the validation loss. It indicates
that the model is good for predicting the training accuracy of 86.34 percent, validation accuracy of 64.22 percent.
the validation loss of 2.4 percent, and training loss of 0.4 percent.

jðWÞ ¼ �1=n
Xn

i¼1
yi logðŷiÞ þ ð1� yiÞ logð1� ŷiÞ½ � ð6Þ

3.2 Training and Validation Accuracy Comparison for Different Batch Sizes

After considering the accuracy results and losses on the four different batch sizes, it is important to compare them
to finalize the best batch size and move on with the model application. The training and validation accuracy percent-
age comparison is explained in Figure 11, and it shows the accuracy for all the batch sizes used to determine which
model to use for this research.

The thirty-two–batch size shows a training accuracy of seventy-nine percent and sixty-five percent on validation, in
which the images taken for the training in this batch were 206 items. For the 64-batch size, the images taken for
training were 103 items, which is a reasonable amount and shows an accuracy of 86.34 percent and validation accu-
racy of 64 percent. Checking batch size of 128, the images used for training were fifty-two items, which makes the
model skip some patterns in skin cancer detection, even though the accuracy is above ninety percent and validation
is sixty-seven percent. The loss function is too high for the detection of skin cancer. As for a batch size of 256, the
images used for training are thirty-two items, which has fewer chances for the model to understand the labels for
the skin cancer and the pattern of the images. When considering all the evidence retrieved from the models of batch
sizes in this research, a batch size of sixty four is optimal.

3.3 Image Prediction

Once the batch size has been settled, the next step is testing the model with the image dataset created for the
research. The image predictions performed by the model for the validation data, which are twenty percent of the
image dataset and eighty percent for training dataset when uploading unseen data for the final prediction, are shown
in Figure 12. The objective was to see if the actual label of the skin cancer and the predicted skin cancer label were

Figure 11: Training and validation accuracy percentage check for batch sizes 32, 64, 128, and 256.
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the same. For example, Hailey disease shows the actual label and the predicted label are the same, with the confi-
dence of 99.79 percent. Also, the kerion label shows the predicted label as alopecia. Although the image looks like
alopecia, the labels did not match due to overfitting. Also, the Blue Nevus disease class label was predicted incor-
rectly, with a confidence of 90.63 percent, which helps to conclude that the model is encountering overfitting issues
for the same diseases that have very similar skin patterns. To overcome this problem, a data augmentation library
can be used in the model to get the required accuracy with the image class labels. The lowest confidence level
observed was 70.1 percent for fibroma molle disease, which still shows a strong pattern for medical image
classification.

It was decided to test the model image dataset library that has been built for this research. Random disease images
could give the indication whether the model was responding to only the dataset library or whether it was coming
out with the results also for unintroduced images. Several images were gathered randomly from the internet by
using the Google search engine to check if the model can predict the unseen data as the class labels are added to the
twenty cancer images shown six of them in Figure 13. The expectation was the model will recognize the class
names for some diseases, such as actinic solar damage yet predict acute eczema. However, the prediction results
show that the highest confidence level of prediction is 99.22 percent and the lowest prediction confidence is 76.19
percent, with an outlier of a confidence level of 47.32 percent. However, the model needs to be tested by adding
more data to understand if the labels are predicted correctly and if there needs to be any other additional layers
implemented in the future.

Figure 12: Prediction results for the dataset.
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4. Conclusion

According to the training and validation accuracy of the model, it was found that the model built for this research
performed better predictions with the batch size of 64 compared with batches with 32, 128, and 256 sizes. Although
the validation loss is favorable compared to other batch sizes, there are still other models worth testing, including
ReLU, VGG-16, and Unet for object detection. When considering that the CNN model has set an important baseline
for image classification, masking skin cancers would assist in the prediction with less loss and high accuracy.

Analysis of the research has shown that, with an image library built by the dataset, the results were satisfying in
terms of the confidence level starting from 70.1 percent. Despite the same image classifications that may be misread,
the confidence levels are within acceptance levels not only for the dataset but also for the random images. The
second check point of the model was to test it with some random images retrieved from the Google search engine
by simply searching for images under the “common skin diseases images” category. The confidence level for this
study began at 76.19 percent, a commendably acceptable level. This suggests that the model is accurate and can
effectively handle datasets it has not been previously trained on. The dataset used for the research contains 6,584
images of 198 fine-grained skin disease categories. Medical image banks are hard to compile, so it is a challenging
task to label them.

This study also raises a challenging problem for automatic visual classification of clinical skin disease images. An
obvious fact is that traditional methods are not sufficient in terms of effectiveness. The challenging work was to
build a clinical skin disease images dataset, including samples of real-world images from twenty categories. Each
sample in the benchmark is well labeled. The research intended to release the labeled dataset to the community to
promote related research and facilitate its expansion. Hence, to increase efficiency of the model, more data are
required to train it. Increasing the data in the CNN model would increase the accuracy of the model and minimize
the loss function in this research model that is made for the image recognition of skin diseases.

This research helped establish some proven record analysis based on clinical disease images. However, all
these works are built on smaller datasets, which only contain very few species and are not publicly available.
The absence of benchmark datasets is a barrier to compare the outcomes of the completed research. Conse-
quently, in this research, one of the important milestones would be considered as the introduction of a new
publicly available dataset for real-world skin disease image recognition. It would also be a strong baseline for
different skin colors, which was the starting point of this research. The challenge is to improve image recogni-
tion for the dark colors between brown and black because it makes it more complicated to get the correct
disease identification.

Figure 13. Prediction results for sample images.
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