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ABSTRACT

This paper presents a new approach for detecting fake news on social media. Previous works in this
domain have demonstrated that context is an important factor when attempting to distinguish subtle
differences within text. Fake news itself presents different level of difficulty due the vast similarity
that exists between genuine and fake news contents. Therefore, we propose a collaborative
approach which uses probabilistic fusion strategy to combine the knowledge gained from modelling
two language models, Bidirectional Encoder Representations Transformers (BERT)-long short-term
memory network (LSTM) and BERT-convolutional neural network (CNN). To achieve the fusion,
we exploit the Bayesian method. Our experiments are conducted on two fake news detection data-
sets. The detection accuracy attained in these experiments attest to the efficiency of the proposed
method, as our approach is very competitive compared to the state-of-the-art methods.

Keywords natural language processing, language modelling, deep neural network, machine learning, BERT.

1. Introduction

The importance of social media nowadays as a medium for human interaction cannot be overemphasized. From
mere sharing of memes, posting of pictures and videos, to making live broadcast, most people tend to spend a huge
amount of their time daily engaging with contents on social media. This has also become one of the reasons why
most people use social media as their main source of news as opposed to the traditional news outlets. Moreover, the
option of sharing, commenting, and liking news contents, coupled with the flexibility and speed at which these
actions can be performed is another motivating factor changing people’s interests from traditional news outlets to
social media-based news. Despite the great advantage social media offers, the quality of news on social media is
incomparable to traditional news. While the cost of quickly posting news on social media is extremely negligible, a
considerable proportion of these news are fake, intentionally prepared to propagate false information and negative
agenda (Pérez-Rosas et al. 2017). Some news is propagated for political and financial gains, and some are mainly to
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divide opinions and create distrust among the public. This inherently changes the belief system of people toward
news that are actually genuine (Reis et al. 2019).

Fake news is challenging to detect because the fine line between genuine and fake content is only so obscure, that
even for humans, detection of some fake news cannot be 100% guaranteed as context places a huge factor in fake
news detection (Sharma et al. 2019). Moreover, attempting to manually detect fake news will lead to a highly labo-
rious process that will at the same time, required huge amount of human resources.

Hence, several research studies have been focusing on development of algorithms and techniques that can be lever-
aged to automatically detect fake news, particularly on social media contents. This automated approach will save
huge amount of time and effort, at time same being more effective. Approaches in machine learning toward fake
news detection have typically been based on natural language processing (NLP) techniques, starting from the
simple bag-of-words (BoW) representations to more sophisticated, advanced techniques like Word2vec (Zhang
et al. 2018; Jang et al. 2019). Exploiting context within text to delineate genuine from fake is difficult, nonetheless,
attempts are being made to push the boundaries of NLP toward context understanding. Recently, Bidirectional
Encoder Representations Transformers (BERT) have become a revolutionary language model that has become the
standard for solving several NLP problems such as machine translation, text summarization, entity extraction and
so on (Sanh et al. 2019; Mozafari et al. 2020).

In this work we exploit the representation advantage of BERT, by using the model as an embedding for convolu-
tional neural network (CNN) and long short-term memory network (LSTM). We then further propose a collaborative
approach for fusing the knowledge learnt from modelling the two language models as a convoluted hybrid frame-
work. Using BERT-LSTM and BERT-CNN as the baseline models, we propose a fusion method that relies on
Bayesian theorem for score level fusion to boost fake news detection performance. Our idea is established on the fact
that subtle differences that cannot be captured by a single model can be complemented for, using a hybrid model.

2. Related Works

Solving the problem of fake news detection using datasets retrieved from social media platform has been
approached from different perspectives. Some research works have focused on extracting features based on solely
on the content of the news articles, while others explore social context to perform feature extraction (Shu et al.
2019a).

2.1 Approaches Based on News Content Features

A lot of research works are exploring raw metainformation such as the title, body, headline, news source, and possi-
bly digital information like videos and images to extract features (Shu et al. 2019b). Since fake news are usually
intention coined to mislead the general public, it is often possible that the common words or phrases in these news
are written to attract more clicks, views, and likes from social media (Shu et al. 2017). In other words, making the
news go viral. Meanwhile such words or phrases can also turn out to be an advantage when extracting features, as
lexical level features which are mainly words and characters can be represented using text vectorization algorithms
and syntactic level features which mainly consist of sentences, statements, and phrases can be extracted using algo-
rithms based on BoW and word2vec (Guthrie et al. 2006; Wallach 2006; Goldberg and Levy, 2014).

Furthermore, with the recent advances in deep neural networks, language models based on recurrent encoder-
decoder networks have also been similarly explored, with techniques such as LSTM (Hochreiter and Schmidhuber,
1997), BERT (Devlin et al. 2018), Generalized Autoregressive Pretraining for Language Understanding (XLNET;
Yang et al. 2019) making significant breakthrough in this domain. Pretrained large cased BERT model has been
directly applied to detect the possibility of an author on social media to spread fake news (Baruah et al. 2020). Simi-
larly, Rodrı́guez and Iglesias (2019) applied different architecture of pretrained BERT on fake news detection.

We have seen a few cases where BERT has been integrated with other linear and deep neural network models. For
instance, Wu and Chien (2020) combined pretrained BERT with linear classifier by basically using the BERT
model to capture the text representation and performing classification of fake news spreaders using a linear classi-
fier. Kula et al. (2019) proposed integrating BERT model with recurrent neural network (RNN) for fake news detec-
tion. Kaliyar et al. (2021) propose fake BERT model which combines different parallel components of CNN having
different kernel sizes and filters with BERT. The goal of using such an approach is to minimize the effect of ambi-
guity on text understanding.

BERT has somewhat attracted a considerable amount of attention in fake news detection, either using the model
directly or exploring it combination with other machine learning models. However, to the best of our knowledge,
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we have not seen a situation where a hybrid combination of two BERT-based deep neural network models have
been explored for fake news detection. Moreover, there are no reports of using fusion strategies to combine BERT
model with other model, particularly probabilistic score fusion methods.

Hence, in this paper, we the follow the approach of learning representation from news contents and our key contri-
butions are summarized as follow:

• We use BERT as an embedding for training 1D CNN and LSTM.

• We introduce using Bayesian model for performing score level fusion of BERT-CNN and BERT-LSTM.

• We assess the performance of the proposed methods under different parameter settings.

• Finally, we evaluate the performance of the proposed hybrid model, and demonstrate that it performs better
than other models that use only BERT, word2vec, or BoW techniques.

3. Proposed Method

This section describes the propose learning methods for achieving fake news detection. The architecture is illus-
trated in Figure 1, where we follow a couple of processes including text preprocessing, text representation using lan-
guages models and postclassification score fusion using Bayesian method.

In the text preprocessing stage, we used regular expressions to remove unnecessary or unwanted characters such as
hashtags, punctuations, numbers, html tags, and so on.

After obtaining the cleansed text, we pass the text to the base language models which are explained in the subse-
quent sections. The models perform both text representations with pretrained embedding and classification of texts
into fake or genuine classes. The resulting classification scores are finally passed to Bayesian model for score
fusion to obtain the final classification results.

4. BERT

BERT (Devlin et al. 2018), initially developed by Google, has its origins from pretraining contextual representa-
tions learning in NLP. It can handle NLP tasks such as supervised text classification, question-answering, text sum-
marization, without the need for human intervention. This technique is widely popular in academics and industry
because of its versatility in dealing with any corpus while producing excellent results. BERT is also an encoder-
decoder type of model but adds an attention mechanism which performs mapping of a query and a set of key-value
pairs to an output helping the model to maintain the relative importance of input (Liu et al. 2019). BERT has two
steps, which are: pretraining and fine-tuning. In the pretraining stage, the model is trained on unlabeled data over
different pretraining tasks. During fine-tuning, the BERT model is finetuned by first initializing it with the pre-
trained parameters using Masked LM and Next Sentence Prediction (NSP) and then fine-tuning all of the parameters
using labeled data from the downstream tasks, fine-tuning is straightforward since the self-attention mechanism in
the transformer allows BERT to model many downstream tasks.

In this work, we use the pretrained uncased Small BERT provided by huggingface with L¼ 4 hidden layers (i.e.,
Transformer blocks), a hidden size of H¼ 256, and A¼ 4 attention heads. Additional information about the
pretrained uncased Small Bert can be obtained from this link https://tfhub.dev/tensorflow/small_bert/bert_en_un
cased_L-4_H-256_A-4/2.

Figure 1: Illustration of the proposed system.
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4.1 BERT-CNN

CNN is a one of the most successful deep learning algorithms which combines feature learning with trainable classi-
fiers. It usually has multilayers of convolution, nonlinear transformation, pooling operation, and a fully connected
network (FCN).

In CNN, convolutional layers perform operations of convolution on the input data by applying a set of filter banks
with varying properties to generate some feature maps. This operation is performed in an iterative manner and the
resulting feature maps from a preceding layer are transferred to the subsequent layers to learn more features via con-
volution. These feature maps are then approximated using an activation function, with common examples are sig-
moid and rectified linear units (ReLU). Between two convolutional layers, we normally perform pooling operation
to obtain features with strong affinity, which also indirectly eliminates weaker features in the feature map, and at
the same time reduces the size of the feature map by replacing the values in a particular region with the statistical
summarization of its neighbors.

Two of the most popular techniques are max pooling which replaces values of the feature map with the max value,
and average pooling that simply computes the average of the feature map. Another operation generally applied in
the learning process is regularization, and the dropout method has proven to be the most successful technique. The
final layers of the network consist of FCN and loss layer. The FCN connects every single neuron in one layer to
that of another layer, while the loss layer is used for making predictions.

In order to train CNN with BERT, we use the pretrained uncased BERT model embedding vectors as the embed-
ding layer in our CNN, and the CNN model further has three convolutional layers, one global max pooling layer,
one dropout layer, and one fully connected layer. We generally used ReLU activation function and sigmoid in the
fully connected layer. The loss function is binary crossentropy and ADAM optimizer.

4.2 BERT-LSTM

LSTM has been introduced as a variant of RNN which incorporates memory units into the network. This effectively
allows the network to determine the instances to forget previous hidden states or when to update hidden states when
new data is fed into the network.

Standard RNN in its most conventional form aims to construct a model with temporal dynamics flow by mapping
sequential input data to a hidden state. The hidden states are then mapped to outputs which can be expressed with
the following Equation (1), given an input sequence data X:

hs ¼ f WxhXs þWhhhs�1 þ bsð Þ

zs ¼ f Whzhs þ bzð Þ;
ð1Þ

where f is a nonlinear activation function computed elementwise, hs is the hidden state, W is the weight, b is the
bias, and zs is the output at time s. One of the major challenges of RNN is the inability to remember interaction in
long-term sequence due to the problem of exploding gradients. As a result, LSTM.
For us to train LSTM with BERT, we use the pretrained uncased BERT model embedding vectors also as the
embedding layer in the LSTM model and the LSTM has one spatial dropout layer, one recurrent layer, and two
dense layers. The hyperparameters of the LSTM model were fine-tuned to obtain the optimal values. Similarly, the
ReLU and sigmoid are used in the dense layers, and the loss is binary cross entropy and ADAM optimizer.

5. Fusion Strategy

In order to fuse the classification scores from the language models we used these techniques:

Sum Rule : FS ¼
Xn

i¼1

si: ð2Þ

Weighted Sum Rule : Weighted ¼
Xn

i¼1

wisi; ð3Þ

where, si is predicted scores of a classifier and wi is a weight value assigned to the classifier based on recognition
performance.
Bayesian Fusion: this is a probabilistic approach for fusing classification scores originating from the language
models. Similar approach has recently been used for fusing multiple sensors in Chen et al. (2021). In this case, we
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are able to compensate for the inadequacy of a model with another model. Assume we have fake news labels y,
associated to each language model BERT-CNN s1 and BERT-LSTM s2 and that the scores from the models are
conditionally independent of the news labels y. Hence, we can write the Bayesian expression as:

P s1;; s2jy
� �

¼ P s1jyð ÞP s2jyð Þ; ð4Þ

which is also equivalent to:

P s1jyð Þ ¼ P s1js2; yð Þ: ð5Þ
We can notice that conditional independence is valid in the equation because given a news label y, predicting the
BERTCNN score s1 will not have any influence on the knowledge gained from BERT-LSTM s2.

Hence, applying Bayes rule to the above expression will result in:

P yjs1;; s2
� �

¼ P s1;; s2jy
� �

P yð ÞP s1;; s2
� �

: ð6Þ

6. Experimental Results

Experiments were conducted on two benchmark datasets, retrieved from Kaggle, which are described below. Exper-
imental environment was setup on Google Colaboratory (also known as Colab). The python scripts used for execut-
ing the experiments discussed in this manuscript are available in a GitHub repository. The link to the GitHub
repository is https://github.com/shafqaatahmad/BERT_based_Blended_approach_for_Detecting_FakeNews.

6.1 Dataset

UTK Machine Learning Club: This dataset was downloaded from Kaggle instigated by the UTK Machine Learn-
ing Club 2. It mainly consists of 20,800 news articles which are fairly distributed equally between the two classes
namely genuine and fake news. However, out of the 20,800 news articles we randomly selected only 4,000 samples
for this experiment. Due to the limitation in the availability of computational resources we decided not to use
the entire dataset for this experiment. The distribution of the samples selected for this experiment are shown in
Figure 2. In order to build the model, we split the data into 70% training set and 30% test set.

WELFake Dataset: This is a publicly available dataset for fake news detection recently published by Verma et al.
(2021). The dataset contains approximately 72,000 news articles, which is a combination of four different datasets:
Kaggle, McIntire, Reuters, and BuzzFeed. The dataset is compiled with the aim removing bias or class imbalance
from the two news categories. The resulting dataset is 48.55% genuine news and 51.45% fake news.

Due to the large volume of the dataset and limited access to larger computing resources, we randomly select 3,575
samples from the dataset for our experiments. The data distribution is depicted in Figure 3.

6.2 Results

1) UTK Machine Learning Club: conducting the experiments on this dataset using the individual algorithms:
BERT-LSTM and BERT-CNN, we achieved a prediction rate of 91.09% and 79.2%, respectively, as shown in

Figure 2: Distribution of samples selected from UTK dataset. 1 5 Genuine, 0 5 Fake.
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Table 1. In this experiment a 90% weightage was assigned to the classification output of the BERT-CNN model
and the remaining 10% weightage was assigned to the classification output of the BERT-LSTM model.

Looking at the results, we did not notice a trend where Genuine class is solely predicted with higher accuracy than
the Fake class and vice versa for both language models. As mentioned in the Introduction, the subtle differences
between genuine and fake news could be very marginal and that it is very likely that the words used to coin fake
news contents are similar to those in genuine contents. However, with the use of language models which are able to
properly represent words and understand the context around those words, we can notice that both classes of news
are well predicted with considerably high accuracy.

We also tried different architectures of BERT-CNN and BERT-LSTM by basically changing the parameters of the
CNN and LSTM models. However, we observed similar trend in classification accuracies of the two models. None-
theless, we attempted using our proposed score fusion method Bayesian formulation. From the experiments, we
observed an improvement in performance by at least 1.5%, yielding a prediction rate of 96.7% as shown in Table 1.

Furthermore, this approach helps in bridging the gap between the two individual language model, moving the accu-
racy of Fake news to 97.2% and Genuine to 94.1% as opposed to the low classification rates attained using BERT-
LSTM. This shows that it is quite beneficial to apply score fusion to compensate inadequacy of a model with
another model. Furthermore, we attempted using the standard SUM rule for score fusion, which also produced
impressive performance but not as effective as Bayesian method.

2) WELFake: Using this dataset, we follow the same experimental setting used on UTK dataset in terms of training/
test split, and CNN/LSTM architecture. With BERT-CNN, we attained a prediction rate of 94.5% as shown in
Table 2. In this experiment a 50% weightage was assigned to the classification outputs of both the BERT-CNN and
BERT-LSTM models.

In the case of BERT-LSTM, we attained a prediction rate of 80.7% as shown in Table 2. We also noticed that the
BERT-CNN generally outperformed BERT-LSTM in this experiment. Also, similar classification trend can be
observed where neither of the two classes significantly attained higher accuracy than the other class in all cases.

Meanwhile, using the proposed Bayesian score fusion method, the performance of the model improved to 96.2%,
with the fake class increasing to 95.3%. Using SUM rule, we attained an accuracy of 92.8%. This also corroborates
the point that the inadequacy of a single model can be compensated by using a hybrid model.

Figure 3: Distribution of samples selected from WELFake dataset. 1 5 Genuine, 0 5 Fake.

Table 1: Results of experiments on UTK dataset.

Methods Genuine Fake Total

BERT-CNN 90.27 91.2 91.09
BERT-LSTM 80.53 78.9 79.2
SUM rule 77.8 96.2 92.9
Bayes fusion 94.1 97.2 96.7
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6.3 Statistical Analysis

In this study we have considered two statistical techniques namely the Kruskal–Wallis test and the pairwise Wilcox
test. Kruskal–Wallis is a nonparametric method for testing whether samples are from the same distribution. The null
hypothesis of the Kruskal–Wallis test is that the mean ranks of the groups are the same. Kruskal–Wallis test is
roughly equivalent to one-way ANOVA on ranks. The nonparametric Kruskal–Wallis test does not assume a
normal distribution of the underlying data. Thus, Kruskal–Wallis test is more suitable for analysis of dataset where
the sample size is small (<30). For the dataset that is not normally distributed and contain some strong outliers, it is
more appropriate to use ranks rather than actual values to avoid the testing being affected by the presence of outliers
or by the nonnormal distribution of data. This test also assumes that the observations are independent of each other.

The pairwise Wilcox test is performed as a post hoc test to determine which groups are different from other groups.
Upon randomly varying the sample size of both the datasets we created 17 different samples from both the datasets.
On the 34 sample datasets we applied the BERT-CNN, BERT-LSTM and our proposed Bayesian score fusion algo-
rithm. The detection accuracy attained across all the samples of the dataset were analyzed using the Kruskal–Wallis
nonparametric test. This test was performed to determine whether there is a significant difference in the performance
of these algorithms. On the 17 samples of instances obtained from the UTK Machine Learning Club dataset, we
observed a significant difference in the mean detection accuracy of the three algorithms at a¼ 0.05. The Kruskal–
Wallis nonparametric test resulted in a p-value of 1.159e-08. In addition to that we also performed a pairwise
Wilcox test to determine which group of algorithms differed from each other in terms of the detection accuracy of
fake news. At a¼ 0.05, we observed a significant different in the detection accuracy of our proposed Bayesian
score fusion algorithm with p-value of 0.008 and 2.6e-09 against the BERTCNN and BERT-LSTM, respectively.
Also, there was a significant difference in the detection accuracy of the BERT-CNN against the BERT-LSTM
(p-value¼ 1.1e-06, a¼ 0.05). On the 17 samples of instances obtained from the WELFake dataset, we observed a
significant difference in the mean detection accuracy of the three algorithms at a¼ 0.05. The Kruskal–Wallis non-
parametric test resulted in a p-value of 1.798e-08. In addition to that we also performed a pairwise Wilcox test to
determine which group of algorithms differed from each other in terms of the detection accuracy of fake news. At
a¼ 0.05, we observed a significant different in the detection accuracy of our proposed Bayesian score fusion algo-
rithm with p-value of 0.024 and 1.1e-06 against the BERT-CNN and BERT-LSTM, respectively. Also, there was a
significant difference in the detection accuracy of the BERT-CNN against the BERT-LSTM (p-value¼ 2.6e-09,
a¼ 0.05).

6.4 Performance Comparison

Finally, in order to ascertain the effectiveness of the proposed method, we compared its performance with existing tech-
niques in the literature which have been implemented on UTK and WELFake datasets as shown in Tables 3 and 4.

From the comparisons it can be noticed that our proposed Bayesian based score fusion method is highly competitive
with existing methods. In most cases, we outperformed existing techniques by at least 3% increase in classification
accuracy.

Table 2: Results of experiments on WELFake dataset.

Methods Genuine Fake Total

BERT-CNN 95.3 93.8 94.5
BERT-LSTM 91.9 69.6 80.7
SUM rule 89.6 95.9 92.8
Bayes fusion 96.4 95.3 96.2

Table 3: Results of experiments on UTK dataset.

Papers Methods Results (%)

Trivedi et al. (2021) BERT 83
Barbosa et al. (2020) MLP 96.4
Agarwal et al. (2020) CNN-LSTM 94.7
Our proposed Bayes fusion 96.7
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6.5 Internal and External Threats to Validity

Here, there are no threats to internal validity of this study since both the datasets analyzed in this study are large-
scale datasets containing both real and fake news obtained from both the trustworthy and untrustworthy sources,
respectively. More precisely, the trustworthiness of the source has been used as a proxy for the real labels. It is
quite possible that both these data sets may suffer from false positives (since untrustworthy sources can spread a
mix of real and fake news), and false negatives (false information spread by trustworthy sources, e.g., by accident).
However, collecting all the news from a specified set of sources over a period of time mitigates the problems of
biases in the dataset. There might be some threat to the external validity of this research because here we reported
the performance measures of all the algorithms by comparing the predicted labels from the algorithms with the
actual labels i.e., real, or fake which are indeed low-quality labels as the dataset is not manually curated.

7. Conclusion

In this paper, we have presented a new approach for detecting fake news from news posted on social media. We
proposed using a probabilistic fusion strategy to combine the knowledge gained from two language models BERT-
CNN and BERT-LSTM, at a classification score level. The experiments on these methods were conducted on two
benchmarked datasets. Under varying parameter settings, the detection accuracy attained supersede the existing
fake news detection methods by at least 3%.

The core objective of the fake news detection system is to effectively monitor and counter the dissemination of mis-
leading content and misinformation with the potential to manipulate public opinion, thoughts, and behaviors on a
societal level. Some real-world applications where fake news detection system can be implemented includes, Social
Media Platforms, News Organizations, Government Agencies, Public Awareness Campaigns, and Fact-Checking
Services.

The detection of fake news is an evolving field with very vast future potential. A particularly intriguing avenue for
future research is the integration of multiple data modalities, including images and videos alongside textual data, to
create advanced multimodal fake news detection system. Such an approach holds promise for detecting manipulated
media, deepfakes, and complementing textual misinformation identification. Additionally, the incorporation of user
feedback emerges as another fascinating enhancement for improving the accuracy and reliability of fake news
detection system proposed in this paper.
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